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Abstract 

Throughout global eff orts to defend against the spread of COVID-19 from late 2019 up until 
now, one of the most crucial factors that has helped combat the pandemic is the development of 
various screening methods to detect the presence of COVID-19 as conveniently and accurately 
as possible. One of such methods is the utilization of chest X-Rays (CXRs) to detect anomalies 
that are concurrent with a patient infected with COVID-19. While yielding results much faster 
than the traditional RT-PCR test, CXRs tend to be less accurate. Realizing this issue, in our 
research, we investigated the applications of computer vision in order to better detect COVID-19 
from CXRs. Coupled with an extensive image database of CXRs of healthy patients, patients 
with non-COVID-19 induced pneumonia, and patients positive with COVID-19, convolutional 
neural networks (CNNs) prove to possess the ability to easily and accurately identify whether 
or not a patient is infected with COVID-19 in a matter of seconds. Borrowing and adjusting the 
architectures of three well-tested CNNs: VGG-16, ResNet50, and MobileNetV2, we performed 
transfer learning and trained three of our own models, then compared and contrasted their diff ering 
precisions, accuracies, and effi  ciencies in correctly labeling patients with and without COVID-19. 
In the end, all of our models were able to accurately categorize at least 94% of the CXRs, with 
some performing better than the others; these diff erences in performance were largely due to the 
contrasting architectures each of our models borrowed from the three respective CNNs.

Introduction
With over 180 million conϐirmed cases and nearly 4 million 

fatalities as shown by Figure 1, the COVID-19 pandemic is one 
of the deadliest viruses to have ever plagued our planet. For 
over a year and a half, a myriad of scientists with an expertise 
in infectious disease have been steadily developing detection 
methods for COVID-19 [15]. The most prominent method for 
identifying patients infected with COVID-19 is the RT-PCR 
test, which takes up to 2 days to yield results. However, this 
test is not always accurate and a secondary test is occasionally 
required to conϐirm results. An alternative method involves 
using CXRs to detect anomalies in the chest region that 
may indicate the presence of COVID-19. While more widely 
available and much more efϐicient than the traditional RT-PCR 
test, CXRs tend to be less accurate (Figure 1). 

A thorough review of many preceding studies reveals that, 
out of a plethora of tested classiϐication methods, utilizing well-
built CNNs has proved to be the optimal method for bridging 

the gap in accuracy when using CXRs to detect COVID-19 [2]. 
In a recent study of COVID-19 detection through the use of 
CNNs, researchers utilized the base architecture of VGG16, 
a well-established CNN, and modiϐied their model to be 
attention-based; in other words, their model is able to analyze 
the relationships in the often ignored regions of interests 
in CXRs in order to more accurately detect COVID-19. Their 
model was able to reach a maximum accuracy of 87.49% 
[21]. In a similar study, a team of researchers ϐine-tuned 
various models that utilized state-of-the-art CNNs such as 
MobileNetV2 and ResNet50, and trained and tested them on a 
large dataset of CXRs, and were subsequently able to achieve 
classiϐication accuracies of 94% and higher [8]. In yet another 
study, a research team created COVID-Net, a novel CNN design 
for the detection of COVID-19 cases from CXRs, which yielded 
a maximum efϐicacy rate of 93.3% [24]. The subject of applying 
machine learning in disease detection, speciϐically COVID-19, 
has a multitude of pre-existing studies that not only display 
the results of integrating CNNs in CXR classiϐication, but also 
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demonstrate the promise that such models show in the ϐield of 
medicine and disease diagnosis as a whole [7,10,18].

The main goal of our research is to explore the differences 
in accuracy between multiple well-established CNNs as well 
as to curtail the impact of overϐitting on CNNs [9]. As three 
types of CNNs, VGG16, ResNet50, as well as MobileNetV2 
with vastly different topologies and functionalities, we would 
like to juxtapose each of the respective CNNs’ computational 
precision and efϐiciency to ultimately identify the most optimal 
CNN architecture with respect to image classiϐication. We will 
reference and modify the architectures of VGG16, ResNet50, 
and MobileNetV2 to best ϐit our data, then evaluate the 
resulting models against the same dataset to determine which 
base architecture is most effective at detecting COVID-19 from 
CXRs. Speciϐically, we will stack ϐive additional layers to each 
CNN to elicit hierarchical decomposition of our input data 
to increase the accuracy and speciϐicity of the models. We 
believe that our novel approach will also diminish the effect 
of overϐitting our model to speciϐic datasets by enhancing 
the CNNs’ ability to independently differentiate between 
various features of the CXR. Overall, we intend to examine and 
analyze various CXR-complementing CNNs to determine the 
most efϐicient, accurate, and convenient replacement to the 
traditional time-consuming, less available RT-PCR test.

Methodology
Dataset

Before comparing the performance of the various CNNs, 
we had to obtain a dataset to train, validate, and test our 
model. Through the use of Kaggle’s publicly available datasets, 
we obtained a large image dataset of CXRs [12]. These images 
were compiled from various open source data repositories, 
including COVID-19 CXR Dataset Initiative [1], CXR Images 

(Pneumonia) [11], and COVID-19 Image Data Collection [3]. 
In total, there are 6,432 images of CXRs in the comprehensive 
dataset that we used. The data was split up into 2 folders: train 
and test, each containing 3 subfolders or classes: COVID-19 
(positive), non-COVID-19 induced pneumonia (negative), 
and normal (negative), samples of which are depicted in 
Figure 2. However, we also wanted to include a validation 
dataset to better tune the hyperparameters of our models, so 
we partitioned the test dataset into two roughly equal parts 
and used one half for our validation data. In the end, roughly 
80% of the data was for training (5144 images), 10% was 
for validation (620 images), and 10% was for testing (688 
images). 

Figure 1: Graph of reported coronavirus cases, per continent over the past year [26].
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Figure 2: Example CXRs from the compiled dataset which pulls from three diff erent 
data repositories: (i) COVID-19 Chest X-Ray Dataset Initiative [1], (ii) Chest X-Ray 
Images (Pneumonia) [11], and (iii) COVID-19 Image Data Collection [3], all images 
already present within Kaggle’s dataset of CXRs.
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Data preprocessing

Because the CXRs from the dataset we utilized were 
largely preprocessed, we only needed to use Keras’ built-in 
image processing functions to ensure that all inputs were 
optimized for our models before training [22]. Speciϐically, 
the Keras function sets all the images to a 224 by 224 pixel 
standard before applying the model to them. Additionally, to 
account for any inherent tilt angle present in the CXRs, basic 
augmentations, translations, and rotations were performed to 
adjust the inputs to the model.

VGG16

In 2015, the VGG16 architecture won the ImageNet 
Challenge, a renowned annual competition that evaluates 
object detection models. Today, it remains as one of the most 
used architectures for image and object detection [21]. Unlike 
other CNNs, VGG16 employs smaller receptive ϐields, stride 
lengths, and convolutional ϐilters. This allows the architecture 
to incorporate more weight layers which lead to an increased 
accuracy [20]. VGG16 is comprised of a total of 16 layers 
(1 input layer, 1 output layer, and 14 hidden convolution 
layers), and, as shown in Figure 3, it makes use of various 
activation functions such as ReLU and softmax. Additionally, 
through the integration of max pooling, the ϐiltered image 
originates from the highest pixel value of each set of 9 pixels 
from the original image.

ResNet50

Like VGG16, ResNet50 is also an object detection CNN. 
However, uniquely, ResNet50 is a multilayer residual neural 
network in which neurons possess the capability to skip past 
certain connections to avoid the common degradation problem. 
In other words, the 50-layer network can maintain maximum 
data precision despite the fact that a model’s accuracy tends 
to decrease with its passage through many layers [5]. As 
depicted in Figure 4, with 1 input layer, 1 output layer, and 
48 hidden convolution layers, each of the convolution layers 
serve as a ϐilter that scans the entirety of the inputted image to 
reduce the overall size of the image. Through each ϐilter, max 
pooling is implemented to extract only the highest value as the 
target value. Thus, a new, more compact image data matrix is 
generated and run through the rest of the network.

MobileNetV2

Unlike VGG16 and ResNet50, MobileNetV2’s architecture 
employs depthwise separable convolutions, which require 
signiϐicantly less computational power from standard 
convolutions [6]. Despite being signiϐicantly more lightweight 
and efϐicient than many other well-established networks, 
MobileNetV2 is still just as accurate as other state-of-the-art 
models such as VGG16 and GoogleNet [13]. As depicted by 
Figure 5, MobileNetV2 utilizes 53 convolutional layers, with 
a batch normalization function and a ReLU activation function 
following each layer [6]. 

Transfer learning and implementation details

Each of our models inherited a base architecture of either 
VGG16, Resnet50, or MobileNetV2 and were implemented 
using the open source deep learning library Keras and 
Tensorϐlow as a backend [16]. Additionally, all models had 
their initial weights instantiated to those derived from 
pretraining on the renowned ImageNet dataset [4]. 

A major problem faced when applying a CNN to a database 
is that of overϐitting our model to a speciϐic database. To 
tailor our models to better classify any input data of CXRs, 
we added two pairs of Dense and Dropout layers at the end of 
each architecture to prevent the aforementioned overϐitting 
issue, as well as a ϐinal Dense layer using softmax as the 
activation function with an output size of three, the number 
of classes designated in our model (COVID-19, normal, 
and non-COVID-19 induced pneumonia). With these novel 

Figure 3: Visualization of the VGG16 neural network and layers. There are multiple 
layers that utilize max pooling and various activation functions which helps to 
standardize the input data [23].

Figure 4: Visualization of the ResNet50 neural network and its 50 layers. The 
convolutions are separated from the fully connected neural network and thus the 
model does not need to iterate through every neuron in the network [14].

Figure 5: Visualization of the MobileNet neural network and layers. The depthwise 
separable convolutions are highlighted, and the global average pooling is also 
designated [25].
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COVID-19 category, and CXRs indicating a COVID-19 infection 
into the positive for COVID-19 category as to create a binary 
classiϐication confusion matrix for easier visualization.

Model performance

Table 1 showing the average values for accuracy, 
sensitivity, speciϐicity, mean F1 score, and runtime for each 
model over ϐive trials). Bolded entries indicate the best results 
for a given metric.

additions and approaches, we believe that we have taken an 
advancement in the development of CNN models to improve 
their differentiating abilities and decrease the inherent 
inϐluence of bias on image classiϐication.

Additionally, we set all parameters to be trainable for our 
VGG16-based model, approximately 45% of the parameters 
to be trainable for our ResNet50-based model, and 
approximately 99% of the parameters to be trainable for 
our MobileNetV2-based model. The VGG16-based model 
and MobileNetV2-based model were able to accommodate a 
higher number of trainable parameters due to the lightweight 
nature of their respective architectures. 

All models were trained and evaluated on the modiϐied 
Kaggle dataset. The train dataset contained a total of 5144 
CXRs, the validation dataset contained 620 CXRs, and 
the test/evaluation dataset contained 688 CXRs. As for 
hyperparameters, we trained on 12 epochs for each model, 
used the Adam optimizer, a learning rate of 1 * 10-4, factor 
of 0.2, patience of 4, verbose of 1, minimum delta of 5 * 10-3, 
minimum learning rate of 5 * 10-7, and batch size of 8 and ran 
the trial ϐive times per model to reduce error.

Hardware specifi cations

Taking advantage of Google’s free, browser-friendly 
service Colaboratory, we trained all of our models on a 
runtime utilizing a NVIDIA Tesla K80 GPU.

Results
Evaluation criteria

Because the goal of our models is to output whether a given 
CXR indicates a patient positive or negative for COVID-19, 
we utilized four appropriate metrics to measure our models’ 
evaluations on our test dataset: accuracy, sensitivity, 
speciϐicity, and F1-score [17]. The formulas for the following 
metrics are as follows:

Accuracy: proportion of correct predictions to total 
predictions

Sensitivity: proportion of correctly predicted positives to 
total positive predictions

Speciϐicity: proportion of correctly predicted negatives to 
total negative predictions

F1-score: harmonic mean of speciϐicity and sensitivity

To calculate the metrics listed above, we found the number 
of true positives, true negatives, false positives, and false 
negatives outputted by each model and calculated the metrics 
using the above formulas. 

The aforementioned values were also used to generate 
a confusion matrix for each model, illustrated by Figures 
6-8 though we combined CXRs indicating non-COVID-19 
induced pneumonia and normal CXRs into the negative for 

Figure 6: Confusion matrix for the VGG16-based model (TN: 93.768%, FP: 
13.725%, FN: 6.232%, TP: 86.275%).

Figure 7: Confusion matrix for the ResNet50-based model (TN: 95.956%, FP: 
0.870%, FN: 4.044%, TP: 99.130%).

Figure 8: Confusion matrix for the MobileNetV2-based model (TN: 95.869%, FP: 
8.411%, FN:4.131%, TP: 91.589%).

Table 1: Table showing the average values for accuracy, sensitivity, specifi city, 
mean F1 score, and runtime for each model over fi ve trials). Bolded entries indicate 
the best results for a given metric.

Model Accuracy Sensitivity Specifi city F1-score 
(mean)

Evaluation Time 
(seconds)

VGG16-based 
Model 0.9416 0.9326 0.8723 0.9127 165

ResNet50-
based Model 0.9716 0.9608 0.9910 0.9701 176

MobileNetV2-
based Model 0.9656 0.9568 0.9193 0.9444 188
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Model comparison

Overall, all three of our models are able to efϐiciently 
and accurately classify image inputs due to their selective 
networking connections, compared to a traditional model 
utilizing a fully connected neural network, in which each 
and every neuron is connected to each other. Regarding the 
advantages of the speciϐic models, the model utilizing VGG16 
as its base architecture proved to show the lowest accuracy 
due to the signiϐicantly greater number of parameters it 
requires to operate. However, due to the relatively low 
number of layers in the base architecture (16 layers), it was 
able to yield results more efϐiciently [19]. On the contrary, 
ResNet50’s architecture contains 50 layers, which is more 
than triple the number of layers in the VGG16 model, and it 
does not need to reference every neuron in the network. Due 
to the higher number of layers and parameter requirements, 
the model utilizing ResNet50 as its base architecture less 
efϐiciently yielded results. Simultaneously, with its ability 
to evaluate a smaller sample pool of neurons instead of 
iterating through every neuron in each layer, ResNet50 is 
able to maintain an elevated accuracy, thus justifying the 
model utilizing ResNet50’s architecture as having the highest 
accuracy. Lastly, MobileNetV2 is also a considerably more 
heavyweight neural network model in juxtaposition with 
VGG16’s architecture, utilizing 53 layers. Although the higher 
number of layers and lower number of parameters in the 
model using MobileNetV2 as its base architecture provides 
itself with a practical advantage in accuracy, it requires a 
lengthier evaluation time and loses efϐiciency when compared 
to VGG16 and ResNet50 [25]].

To quantify and contrast the varying accuracies and speeds 
each model produces, we computed the Area Under The 
Curve-Receiver Operating Characteristics (AUC-ROC) values 
including accuracy, sensitivity, and speciϐicity for each of the 
three CNN models after testing each model with 688 CXRs, as 
well as the mean F1-scores for each of the three classiϐication 
categories of COVID-19, normal, and non-COVID-19 induced 
pneumonia. The resulting values are as follows: VGG16 yielded 
an accuracy of 94.16%, a sensitivity of 93.26%, a speciϐicity of 
87.23%, and a mean F1-score of 91.27%; ResNet50 yielded 
an accuracy of 97.16%, a sensitivity of 96.08%, a speciϐicity 
of 99.10%, and a mean F1-score of 97.01%; and MobileNetV2 
yielded an accuracy of 96.56%, a sensitivity of 95.68%, a 
speciϐicity of 91.93%, and a mean F1-score of 94.44%.

Note that Table 1 also shows the accuracies of various 
other models from prior studies on the applicability of using 
CNNs to classify CXRs; these numbers should only be used 
for reference, as the methodologies and metrics used and 
calculated for each of the respective studies differ such that an 
accurate comparison cannot be made [8,21,24].

Additionally, we conducted three statistical tests to further 
compare the percent accuracy of our three models. With all 
three models evaluating on the same test dataset of 688 CXRs, 
the model utilizing VGG16 correctly identiϐied 648 CXRs, the 

model utilizing ResNet50’s architecture correctly identiϐied 
669 CXRs, and the model utilizing MobileNetV2’s architecture 
correctly identiϐied 664 CXRs out of 688 total CXRs. The null 
hypothesis of these 3 tests was that there is no signiϐicant 
difference between the proportions of the accuracies for the 
compared models, and the alternative hypothesis for the 
three tests was that there is a signiϐicant difference between 
the proportions of the accuracies for the compared models. In 
order to reject the null hypothesis and validate the alternative 
hypothesis, our p - value, which represents the probability of 
obtaining results at least as extreme as the observed results of 
the statistical hypothesis test, must be less than the accepted 
alpha level of 0.05. We obtained the p - value through using 
the t-test functionality of a standard TI-84 graphing calculator. 

First, we implemented a t-test for difference in proportions 
for the accuracies of VGG16 and Resnet50, and our computed 
p - value was 0.005198. We then executed another t-test to 
evaluate the difference in proportions for the accuracy of 
VGG16 and MobileNetV2, and our computed p - value was 
0.04054. Finally, we conducted a third t-test for the difference 
in proportions for the accuracy of ResNet50 and MobileNetV2, 
which resulted in a p - value of 0.4385. 

In Figures 9-11, the x-axis represents z-score, the y-axis 

Figure 9: The area under the normal distribution curve bounded by the blue line 
represents the p - value of the t - test conducted to evaluate the diff erence between 
proportions for the accuracy of VGG16 and ResNet50.

Figure 10: The area under the normal distribution curve bounded by the blue line 
represents the p - value of the t - test conducted to evaluate the diff erence between 
proportions for the accuracy of VGG16 and MobileNetV2.

Figure 11: The area under the normal distribution curve bounded by the blue line 
represents the p - value of the t - test conducted to evaluate the diff erence between 
proportions for the accuracy of ResNet50 and MobileNetV2.
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represents probability density, the pink shaded region 
represents the p - value, and the green line/marker represents 
a p - value of 0.05.

Conclusion
After conducting the statistical tests, we analyzed the 

collected p - values of each individual study at the alpha 
level of 0.05. We concluded that the differences in accuracies 
between VGG16 and Resnet50 as well as between VGG16 
and MobileNetV2 were signiϐicant since the calculated 
p - values from those two tests were lower than the alpha level 
of 0.05. However, the computed p - value for the difference 
in accuracies between ResNet50 and MobileNetV2 was above 
the alpha level of 0.05, so we cannot conclude that ResNet50 
is more accurate. 

In terms of evaluation time, VGG16 required 165 seconds, 
ResNet50 required 176 seconds, and MobileNetV2 required 
188 seconds to complete evaluation on the test dataset. 
With regards to identifying the most optimal CNN model, 
we prioritized accuracy over evaluation time since the 
individual evaluation times for each model all lied within 160-
190 seconds. Both ResNet50 and MobileNetV2 proved to be 
marginally more accurate than VGG16. However, since the 
difference in the accuracies of ResNet50 and MobileNetV2 
were not statistically signiϐicant, we took the models’ individual 
efϐiciencies into consideration, in which ResNet50 required 
approximately 12 fewer seconds than the MobilenetV2-based 
model to execute its program on the set of test images. Thus, 
we concluded that for the purpose of correctly classifying 
patients’ CXRs, ResNet50 proves to possess the most optimal 
architecture to use out of the three proposed architectures.

Optimistically and conϐidently, we anticipate an immense 
growth in the prevalence of implementing CNNs to detect the 
presence of COVID-19 in any given patient as prior studies 
prove it to surpass state-of-the-art COVID-19 detection 
methods in both efϐiciency and accuracy. In the future, we 
plan on standardizing our methods and datasets to better 
compare with other studies, as well as focus on further 
increasing the sensitivity and speciϐicity of our models, which 
will subsequently increase their accuracies. If perfected and 
improved, the usage of CNNs in COVID-19 detection possesses 
the potential to extend far beyond the classiϐication of CXRs, 
and instead, permanently shape the way in which artiϐicial 
intelligence can function in the ϐield of medicine and disease 
diagnosis.

Data availability

The source code for this project as well as links for our 
trained models and dataset used are available at https://
github.com/kevinjl321/cxr-net.
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