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Abstract 

Understanding the magnitude of the local magnetic fi elds generated by neurons is critical to 
assessing the feasibility of novel magnetic fi eld sensors to record in vivo neuronal activities at 
cellular resolution. However, the strength of the magnetic fi elds induced by individual neurons 
and neuronal networks has not been systematically studied. This step is critical for evaluating 
and benchmarking the ability of diff erent magnetic fi eld sensors to record neuronal activities 
with far better spatial and temporal resolution. Herein, FEM exemplary models and open-source 
computational libraries are used to calculate the magnetic fi elds generated by individual neurons 
and neuronal networks at micrometer distances. Our theoretical results show that the magnetic 
fi eld generated by a single-neuron action potential can be detected by ultra-high sensitivity 
sub-pT magnetic fi eld sensors, which opens the door to future in vivo decoding of neuronal 
activities through custom neural networks. We anticipate that the identifi cation of single-neuron 
signals with high-sensitivity magnetic devices will allow the interface of nanoscale devices to 
interpret biological signals supported by machine-learning techniques capable of monitoring and 
predicting the localized activities underlying brain computations.

 Introduction
Nowadays, magnetoencephalography (MEG) has become 

a robust technique widely used in clinical medicine for the 
measurement and characterization of the magnetic ields 
induced by neuronal currents, for example, in an action 
potential. Powerful superconducting quantum interference 
devices (SQUIDs) are preferably employed for this purpose, 
thanks to the ultra-high sensitivity reachable by this type 
of magnetic sensors. MEG performs non-invasive and high-
resolution brain mapping for disease diagnosis with a spatial 
resolution of a few millimeters and a temporal resolution 
of milliseconds, whereas an electroencephalogram (EEG) 
lacks spatial resolution but provides a satisfactory temporal 
resolution in the order of milliseconds [1]. MEG performed 
with SQUID devices exploits Josephson junctions to measure 
the magnetic lux at low temperature. Josephson junctions 
can record the minimum quantum variation of the magnetic 
lux, such as the magnetic quantum lux Φ [2]. SQUID sensors 

are particularly limited to operate by the low-temperature 
requirements leading to an overall bulky device with high 
maintenance costs. Other neuronal recording methods 
are also clinically used nowadays, such as functional 
magnetic resonance imaging (fMRI), EEG, and intracranial 

electroencephalography (iEEG). For instance, the fMRI 
technique is an indirect measurement of neuronal activities, 
which detects hemodynamic effects using blood oxygenation 
level-dependent responses [3,4]. The iEEG method measures 
the electrical activities in the brain through electrodes applied 
for functional cortex mapping [5]. However, at the current 
stage, the iEEG method is not compatible with magnetic 
resonance imaging (MRI).

In recent years, technological improvement has allowed 
researchers to come up with methods to dramatically 
increase the sensitivity of magnetic and optical sensors to 
the same level as SQUID magnetometers [6-8]. Nitrogen-
vacancy (NV) center in diamond is a promising candidate 
for nanoscale sensing capable of detecting single neuronal 
activities. Nevertheless, voluminous optical devices are 
a major obstacle to transforming sensing platforms into 
miniaturized implantable and non-invasive wearable 
devices [9-14]. Alternatively, optical calcium imaging is 
another valuable technique to record brain cortical activity 
consisting of luorescence imaging as an indicator of the 
presence of proteins in speci ic neuronal regions. Two-photon 
microscopy (TPEF) techniques are combined with calcium 
imaging to simultaneously record neuronal activities. The 
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calcium concentration is related to electrical activities in 
neurons and optically detected through luorescence-based 
calcium imaging with low temporal resolution in the order of 
millisecond range and spatial resolution of μm range [15-19].
On the other hand, wearable and implantable magnetic 
nanodevices can perform in vivo measurements at room 
temperature with a reduced cost and power consumption for 
biomedical applications ranging from cardiac monitoring to 
neuronal activity recording [3,20-25]. The recently emerging 
ield of spintronic nanodevices exhibits sub-pT (sub-picotesla) 

detection capability for room-temperature applications and 
can be easily integrated on silicon substrates and lexible 
polymers [8,26–28]. Spintronic nanomagnetic devices are 
a promising candidate for implantable in vivo neuronal 
activity recording with high spatial and temporal resolution. 
Traditional microelectrodes relying on ionic processes for 
detecting action potentials can provoke an in lammatory 
response in adjacent biological tissues due to biofouling effects, 
resulting in reduced effectiveness and physical changes, 
such as ionic current contributions and a different impedance 
[29-31]. Unlike electrical implants, magnetic ield sensors for 
neuronal activity recording do not require direct galvanic 
contact with the tissue since the magnetic ield can penetrate 
inside the biological matter, thereby avoiding biofouling 
effects and allowing high endurance. It is foreseeable that 
magnetic ield sensors will replace SQUID devices together 
with the current expensive cryogenic medical equipment for 
future portable heart and brain activity recording at room 
temperature. 

We theoretically analyzed the different current sources 
in an activated neuron based on the Hodgkin-Huxley model 
(Section 2). Afterward, the theoretical intensity of currents 
lowing in an activated neuron is calculated using the 

NEURON software (Section 3.1). Based on the calculated 
current intensity, we then estimated the magnitude of the 
magnetic ields generated by a single axon according to the 
Biot-Savart law and classical electromagnetism (Section 3.2). 
In Sections 3.3 & 3.4, we theoretically calculated the magnetic 
ield strength generated by the activity of individual neurons 

and neuronal networks at different distances. In addition, 
we commented on the feasibility of magnetic sensors for 
neuronal activity recording, especially referring to modern 
spintronic devices. The results reported in this work are 
corroborated and validated by Table 1. The purpose of this 
work is to provide peers with the expected theoretical value 
and experimental boundaries of the magnetic ield produced 
by neuronal activities, as well as the feasibility of deploying 
different categories of magnetic ield sensors for recording 
neuronal activities. Since the magnetic ields generated by 
neuronal activities are predominantly modulated by the 

protein channel dynamics and brain oscillations within 1 to 
100 Hz, it is important to consider the sensitivity of magnetic 
sensors, particularly in the low-frequency regions 1 – 100 Hz, 
where the noise plays a more signi icant role [32].

Methods and mathematical models
The NEURON software [33-36] is employed to calculate the 

total current induced in neurons during an action potential,   
which  consists of the capacitive (Figure 1a), membrane (Figure 
1c), and ionic currents (Figure 1e). Excluding secondary 
effects arising from frequency-dependent iring effects, the 
myelin sheath insulation, and axonal nonuniformities, such 
as the nodes of Ranvier [37-40], using the standard form of 
the Hodgkin-Huxley model [41], the following equivalence is 
valid: 

  dVmC I Im exiondt
 

                   
(1)

Where Cm is the membrane capacitance, Vm is the 
membrane voltage, Iex, is the extracellular current, and Iion is 
the ionic current. According to the Hodgkin-Huxley model 
for a giant squid axon, the ionic current is subdivided into 
three categories: sodium, potassium, and leakage current. 
The general expression for the ionic current contributions is 
stated by the following ordinary differential equations (ODEs) 
[41-44].
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Where  , i i   are the time and voltage-dependent rate 
constants correlated to each gate, and ig  is a normalizing 
constant to express the maximum conductance once all the 
gates are open. Each channel (sodium Na+, potassium K+, 
and leakage l) is modeled with different numbers of gates, 
for example, 3-type-m and 1-type-h for the sodium channel. 
The probability of the channel opening is given by the generic 
equation [43]:

    1 ( )
dpi V p V pi i i idt

                             
(3)

Where (1- pi) represents the probability that the i-gate is 
closed, and pi is the probability that the i-gate is open. The 
macroscopic total conductance Gi is dependent on the open 
channels as [43]:

  G g pli ii
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To derive the total current, the expression for the ionic 
current is substituted in (1):

       dVmI C g V E g V E g V Em m m m mL L K K Na Nadt
           (5) 

Table 1: Comparison of theoretical magnetic fi elds.
Neuron Model Distance Magnetic Fields Reference

Single-Neuron Electrical Stimulation ~ 1 mm ~ 2 fT [52]
Giant Squid Axon ~ 100 μm ~ 600 pT [9]

Neuronal Ensemble ~ 100 μm ~ 1 nT [60]
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The Hodgkin-Huxley model is strictly dependent on the 
conductance of each ionic channel. Therefore, an impedance 
variation within the biological tissue caused, for example, 
by electrical stimulation, generates a time-varying evolution 
of the system. The ionic current induced by transport 
phenomena across the ionic channels is responsible for 
generating electrochemical potentials. Furthermore, the 
membrane capacitance acts as a low-pass ilter, and the 
dynamics of the biological system modulate the maximum 
cutoff frequency related to the frequency response of the ionic 
channels. For this reason, protein channels act as low-pass 
ilters with respect to the dynamics of the current lowing in 

the system. Herein, dendrites, axons, and soma are affected by: 
the polarization effect [45-47], the orientation of the neuronal 
cells with respect to the induced current [48], and physical 
membrane parameters. The cell dynamics are affected by the 
local time-varying electric ields, which are used, for example, 
for cancer treatment [49]. The aforementioned ODE is solved 
in MATLAB and Simulink to characterize the behavior of single-
neuron action potentials concerning external phenomena, 
such as microwave interactions with neuronal cells. Similar to 
electrical circuits, it is generally possible to correlate neuronal 
properties with their frequency response to express it using a 
circuit model. Since it is possible to measure the impedance 
characterizing neuronal activities, like in electrochemical 
systems,  it is therefore possible to study the frequency 
response of neuronal activities. The working brain is also 
characterized by rhythmic activation and coupling of different 
resonance modes. Neurons work as notch ilters excluding 
frequencies outside of the spectrum making the response to 
external current pulses dependent on several phenomena, 

such as the ionic (K+, Na+) membrane potential [50]. In 
addition to NEURON, other alternative common software 
includes: GENESIS, NEST, BRIAN, etc. As described by Tikidji-
Hamburyan et al., each software uses peculiar properties for 
neuronal models, for example, including the conductance of 
ionic channels, single-compartment Hodgkin-Huxley model, 
extracellular chemical kinetics, diffusion model, and others 
[51].

Once the biophysical interpretation of different current 
sources in an activated neuron is expressed, different 
mathematical models are used to calculate and cross-
validate the magnitude of the magnetic ields generated by 
the activated neurons [9,51,52]. Previous in vivo models are 
taken into consideration in order to evaluate the strength of 
magnetic ields induced by individual neurons [51,53]. The 
consistency of the FEM ( inite element method) model is 
veri ied with magnetostatic simulations and corroborated 
with the LFPy open-source toolbox [51,52,54], which relies 
on the vector form of the Biot-Savart law. Other extrinsic 
phenomena can be taken into account, such as neuronal iring 
and calcium waves occurring when an ensemble of neuronal 
cells interacts together via action potentials [55].

Results
Current induced in neurons during an action potential

Based on Saha et al.’s work on micromagnetic stimulation 
[48], the total induced current lowing in the soma during an 
action potential is calculated and validated with the NEURON 
software (Figure 1b & Table 2). MATLAB is applied for 
processing and visualizing different current sources, whereas 

Figure 1: The extracted (a) capacitive current, (b) total current, (c) membrane current, (d) extracellular current, and (e) calcium, potassium, and sodium 
currents from a network of pyramidal neuronal cells using the NEURON software.
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COMSOL Multiphysics AC/DC Module is utilized to calculate 
the magnetic ields generated by a simpli ied axial structure 
(Figure 2a). Open-source computational neurobiology 
software relying on the NEURON software together with 
Python is used as a tool to reproduce the 3D magnetic ield 
distribution around individual neurons during an evoked 
action potential [51,52]. Previous compatible models are taken 
into consideration, as well as a previously built customized 
geometry for the topological layout of neuronal cells in the 
hippocampal brain region. Figure 1e shows the theoretical 
magnitude of ionic currents arising from the calcium (Ca2+), 
potassium (K+), and sodium (Na+) potential. The ionic 
current lowing through calcium channels (Ca2+) is negligible 
compared to the potassium (K+) and sodium (Na+) channels. 
Figure 1c represents the membrane current in the time domain 
extracted from the NEURON software as a solution for the 
theoretical ODE system. From 1.10 to 1.20 ms, the remaining 
current contribution is primarily attributed to the potassium 
(K+) channels. Figure 1d illustrates the extracellular current 
provoked by an external stimulus responsible for activating 
the synaptic response. The capacitive current (Figure 1a) is 
the contribution correlated to the time-dependent membrane 
potential in conjunction with the intrinsic capacitance of 
biological matter. This capacitive effect acts as a low-pass 
iltering effect around the neuronal cell and the axonal 

geometry. Summing together all the contributions extracted 
from the NEURON software, the theoretical model discussed 
above is applied to validate the simulation model proposed 
by Saha et al. [48] referring to neuronal networks. The source 
code of the standard geometry for the model is available in 
ModelDB [56] and published by Pashut et al. [57].

Magnetic fi eld generated by an axon

To emulate the magnetic ield generated in neuronal 
cells,  the axon is simpli ied as a single wire for a irst-order 
approximation of the induced magnetic ield according to 
the Biot-Savart law. The FEM simulation for a single axon is 
modeled as a single wire, as shown in Figure 2a. Using the 
Biot-Savart law, assuming I=1 nA, R=20 μm or 63 μm, and 
μ0=4π×10-7 H/m, the calculated magnetic lux densities are 10 
pT and 3.16 pT, respectively. Figure 2a shows an axial cross-
sectional view of the magnetic lux density around a simpli ied 
axonal circular geometry with a ϕ=0.1 μm diameter, when 1 
nA of the total current is passing through it according to the 
parameters reported in Table 3. COMSOL Module AC/DC is 
used for the magnetostatic simulation. The resistivity of the 
biological tissue is extrapolated from white matter, ρ=5.8  Ω•m 
[58]. The relative permeability of the tissue is dominated by 
water (dielectric media, μr=1), whereas the conductivity σ is 
around 0.5 S/m. Figure 2b shows the magnetic ield intensity 
for a circular axon of 1 μm diameter in the order of ~pT units, 
making it feasible for detecting single-neuron action potentials 
using micrometer spintronic nanomagnetic miniaturized 
sensors. Figure 2b illustrates the effect of a bundle of axons 
acting as a multipole, where the magnetic ield cancels out 
in particular zones. A bundle of axons or neuronal cells can 
therefore amplify the total intensity of the magnetic ield.

Magnetic fi eld generated by a single neuron

Using the LFPy software and open-source examples under 
the GNUv3 distribution (copyright 2017-2020 Computational 
Neuroscience Group NMBU) [51,52,54], the magnetic ields 
generated by individual neurons are calculated. The results 
show that the magnetic ield at a ~1 μm distance from a dipole 
current source is in the order of 300 fT (femtotesla) as shown 
in Figure 3a,b. The parameters used in this simulation are 
listed in Table 4. The FEM simulations show the intensity of 
the magnetic ield in the order of 1 pT for a similar synaptic 
current. This con irms that, at 1 μm distance, the magnetic 
ield generated by an axon is in the order of ~pT units, which 

is also con irmed by Blagoev et al. [53]. Therefore, to record 
the magnetic ields generated by single neuronal activities, 
magnetic sensors should achieve sub-pT sensitivities due 
to the auto-cancellation induced by neighboring neurons 
together with low-pass iltering effects. Blagoev et al. [53] 
reported a similar estimation according to the LFPy results. 

Table 3: Parameters used in the simulation.
Type of simulation Magnetostatics
Relative permeability 1
Electrical conductivity 0.5 S/m
Relative permittivity 80
Reference resistivity 5.8 Ω·m

Resistivity temperature coeffi  cient 0 [1/K]
Reference temperature 293 K 

Microcoil radius 0.1 μm 

Table 2: Stimulation parameters for the NEURON software [33,48,56,57].
Current amplitude 2-3 A

Duration 0.4 ms
Resistance 0.09 Ω
Inductance 13 μH

Capacitance 200 μF
Temperature 34 °C

Figure 2: Contour plot of the calculated magnetic fl ux density in logarithmic scale 
generated with the COMSOL AC/DC Module based on a magnetostatic simulation: 
(a) assuming a 1 nA current fl owing in a 0.1 μm diameter circular axon according 
to the parameters in Table 2, (b) assuming 2 A/m2 of current density, 1 μm circular 
axons, 1.081 kg/m3 density, and the physical parameters in Table 2, excluding the 
temperature variations.
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The magnitude of the magnetic ield generated by a single-
neuron action potential is validated experimentally by Barry 
et al. on M. Infundibulum [9]. A theoretical calculation is 
presented in the supplementary materials (Figure S1). The 
in vivo maximum magnetic ield measured with NV center in 
diamond sensors is in the order of 600 pT [9,59]. Therefore, 
the expectation for smaller neuronal cells being in the order 
of at least 1 pT is theoretically acceptable.

Magnetic fi eld generated by neuronal networks

The magnetic ields generated by neuronal networks 
consisting of several hundreds of neurons have previously 
been calculated based on experimental data in the order of 
~nT units, for example, in the hippocampal region [22,60-65].
Figure 3c schematically shows a simpli ied network consisting 
of 128 by 128 neurons aligned along the vertical axis (based 
on the LFPy example for a network of neuronal cells under 
the GNU license). The parameters used in this simulation are 
listed in Table 5. The simulated magnetic ield concerning a 
simpli ied geometry is 40 – 50 nT at micrometer distance, 
which is one order of magnitude larger than the realistic 
values, 300 fT – 4.9 nT (9,52,53,60,64). The divergence is 
provoked by the absence of auto-cancellations among different 
compartments for this simpli ied model. In the LFPy software, 
the dipole is located at the centroid of the neuron geometry, 
which is averaged for each section in the NEURON software. 
Another effect to consider is that different contributions 
from individual segments cancel each other out, reducing the 
maximum detectable magnetic ield. This is one limit of the 
computational NEURON simulation: in fact, the membrane 
acts as a low-pass ilter that blocks the ionic transport 
phenomena. Another not well-quanti iable contribution is 
the dynamics of ionic channels, for example, the opening and 
closing states, which can affect the overall electrochemical 
potential and the neuronal ion transfer mediated by transport 
phenomena at the phase boundary interface, as described in 

the supplementary materials S2. Herein, the magnetic ield 
generated by a single neuron is calculated to be in the order of 
300 fT at ~1 – 5 μm distance. 

A few assumptions must be taken into consideration when 
evaluating the following results: the neuron is immersed in an 
in inite extracellular medium with homogeneous properties 
and independent of conductivity [54]; the magnetic ield 
is generated by the dipole current via the Biot-Savart law 
that can be derived from the relativistic Maxwell-Heaviside 
equations considering negligible magnetic induction as
H = (p×R)/4ΠR3, where p is the current dipole moment, R the 
vector between the dipole and the sensor location [54]. For 
a neuronal network, LFPy and NetPyNE can be successfully 
implemented if the cells have an elementary structure, and 
the single axon is elongated along the axis. In Figure 3a-c, the 
synaptic current is in the order of 0.2 nA – 0.4 nA according to 
the expectations for pyramidal neurons [66-68]. This con irms 

Table 4: Parameters simulation Figure 3a-c from LFPy, ‘eegmegcalc.py’.
Cell geometry L5_Mainen96-LFPy.hoc

LFPy synapse weight value 0.01
LFPy synapse tau value 5

Dipole location Mean on every axis
Type of simulation MEG

neuronal cell position {0, 0, 0}

Figure 3: (a) Magnetic fi eld intensity |H|, axial view (x-axis) for a neuronal cell for y = 0. (b) Magnetic fi eld intensity |H|, axial view (z-axis) for y = 0. (c) 
Vectorial map of the magnetic fi eld around a single hippocampal neuronal cell at y = 0. (d) Magnetic fi eld intensity of 128×128 array of simplifi ed neurons, 
single axon, pointing along the z-axis. Data was collected from LFPy under the GNU v3 license.

Table 5: Parameters simulation Figure 3d from LFPy ‘example_network.py’.
Population parameters

Radius 200 μm
Population size 128 × 128 Array

Network parameters
Time resolution 0.2 ms

Stop time 800 ms 
Equilibrium potential - 65 mV 

Temperature 37 °C 
Execution time 4 min 35 s
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the right order of magnitude for the synaptic current evoked 
in a rodent pyramidal neuron. The theoretical calculations 
exhibit limitations arising from the curvature and axonal 
rami ication, which results in the auto-cancellation of the 
magnetic ield. External electromagnetic interference (EMI) 
can also lead to different intensities of the induced magnetic 
ield. Parasitic eddy currents sum up to the total magnetic 
ield contributions because of the skin effect provoked by 

the magnetization dynamics acting as mutual induction 
[69,71]. This effect has been considered to be negligible in the 
aforementioned simulation.

Magnetic sensor arrays for neuronal activity recording

Detecting the magnetic ields generated by individual 
neurons with a microscale array of devices will allow 
the understanding of the basic building blocks for the 
development of neural networks leading to the full integration 
with machine-learning techniques for predicting wireless 
human-machine interfaces, as shown in Figure 4b. Stable and 
miniaturized spintronic nanodevices offer several advantages 
in comparison to other types of devices, such as room-
temperature thermostability, high endurance, lexibility, non-
invasive biocompatible coating to prevent corrosion and direct 
galvanic contact with brain tissues, robustness to external 
noise. Figure 4a represents the three components of the 
magnetic ield for the three locations presented according to 
the LFPy example ‘eegmegcalc.py’ using the example geometry 
called ‘L5_Mainen96_LFPy.hoc’. The magnetic sensor is placed 
around 1 μm away from the dipole location. The location of 
the dipole is estimated as in Figure 3a-c averaging the position 
in the x-y plane for z=0. Figure 4c illustrates a frequency-
selective ilter used in combination with MTJ neural networks 
to extract particular frequencies depending on the biological 
system.

Discussion
Machine-learning techniques and toolboxes can be imple-

mented to perform noise cancellations and improve the 
biophysical signals [72–77]. Machine-learning classi ication 
is a valid alternative to distinguish a real action potential to 
straightforwardly reduce its artifacts. Very often, artifacts can 
compromise the readability and the output signal in a way 
that is not predictable. AI and machine-learning techniques 
can play a key role in the optimization of neural networks 
and action potentials transferred along different pathways. 
Estimating the number of neurons can make it possible to 
correlate the brain power consumption for image processing 
computations and compare it with experimental low-power 
neural networks. Without machine-learning techniques and 
AI integration to instantly label positive action potentials, 
it will be complicated to create a human-machine interface 
toward gaining practical applications and an integrative 
understanding of neurobiological systems.

Having been developed and discovered in the 50s, single-
neuronal activity recording with microelectrodes is not new 
[78]. Nowadays, technological improvement and information 
processing pave the way for the development of bidirectional 
closed-loop solutions for microelectrode sensing [79]. The 
spiking of neuronal activities in terms of action potentials is 
in the order of μV, easily detectable with present voltmeters 
and microelectrode arrays going down to nV resolution. 
The disadvantage is that electrode-based neuronal activity 
recording is affected by: corrosion phenomena at the interface, 
non-localized heating, and antenna effects, predominantly 
because the reaction at the interface is based on Nernstian 
electron transfer and not on the induced electromagnetic 
ields [80-89]. 

So far, the full form of the electromagnetic Maxwell-
Heaviside equations has not been implemented for sensing 
single neuronal activities in terms of magnetic induction 
because of the low resolution of the induced magnetic ield 
during action potentials. The control and leverage of the 
magnetic ield inside the brain at low resolution would allow 
the regulation and sensing of spiking phenomena without 
involving on-chip electrochemical and electron transfer 
reactions, etc. [48].

The calculated magnetic ields are then compared and 
cross-validated with results published in the literature, which 
is summarized in Table 1. Hagen et al. estimated the magnetic 
ield at 100 – 1000 μm scale in the order of ~fT units outside 

of the skull for electrical stimulation purposes [52]. For in vivo 
magnetic brain stimulation, it is possible to implant microscale 
devices in the order of 1 – 10 μm distance from the single 
neuron allowing for an enhanced magnetic ield detection 
[48,90]. Furthermore, Hagen et al. estimated the magnetic 
ield at the surface of the skull for networks of neuronal cells. 

It is reported that even at ~100 μm distance the magnetic ield 
generated by neuronal networks is around ~100 fT [52,91]. 
In vivo measurements based on giant magnetoresistive (GMR) 
sensors can record magnetic ields generated from a neuronal 
ensemble in the order of ~nT units at a distance of ~100 μm

Figure 4: Magnetic fi eld calculated in LFPy (a) applied magnetic fi eld norm |H| in 
the rat brain, 2 μm from the dipole average per unit weight of every single segment 
in the NEURON software. (b) Representation of the pyramidal neuronal cell and 
the sensor location. (c) Representation of the mouse, where the network of single 
neurons is interconnected with nanoscale devices transmitting biological states. 
On the left, higher effi  ciency frequency-selective fi lters map out spatial frequencies 
concerning magnetic devices. On the bottom, a neural network of magnetic sensors 
is depicted.
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and 100 pT at 1 μm [60]. Recent experimental results 
corroborate the theoretical results presented in Table 1,
demonstrating the application of spintronic devices for single-
neuron signal detection [92]. Therefore, the resolution of 
spintronic devices working on the principle of TMR (tunneling 
magnetoresistance) has reached a similar sensitivity to SQUID 
magnetometers for neuronal activity recording. 

For neuroscienti ic applications, the analysis of single-
neuron action potentials is important for the understanding 
of the interaction between neuronal signals. Spintronic 
magnetometers offer several advantages in comparison to 
SQUID devices, such as room-temperature thermostability 
without large bulky cryogenic instrumentations, and 
contactless spatial selectivity. A particular bene it of magnetic 
sensing is the removal of external ionic currents necessary 
for electrode-based methods, mitigating the risk of evoked 
perturbations. Since the magnetic ield intensity for single 
neuronal activity is in the order of ~pT units or even ~fT units, 
ultra-high sensitivity magnetometers are required to extract 
neuronal activities from noisy environments. The magnetic 
ield intensity induced by blood vessels and micro luidic 

dynamics is, at least, one hundred times more intense than a 
single-neuron activity. During in vivo experiments, the heart 
signal can be easily iltered in the frequency domain because 
of the characteristic spectrum.

Conclusion and prospects
Based on the results illustrated herein, the magnetic 

ields generated by single-neuron action potentials can be 
theoretically detected by ultra-high sensitivity magnetic ield 
sensors. The calculations validate the feasibility of an array 
of implantable magnetic devices with sub-pT sensitivity 
to detect the magnetic ield generated by a single-neuron 
action potential. Miniaturized nanoarrays of spintronic 
devices are ideal candidates to measure brain activities at a 
micrometer scale. Implantable nanosized spintronic sensors 
are a promising alternative for ultra-high sensitivity magnetic 
ield detection in biocompatible nanodevices [99,100]. At 

present, atomic magnetometers are not enough miniaturized 
and robust to support in vivo implantation. Implantable 
nanoarrays of spintronic devices are compatible both in terms 
of achievable resolution at low frequencies [8], the optimal 
design for miniaturization, and the tremendous advantage 
of the magnetic-based device concerning external noise 
and stimuli, not to mention MRI scanning for a multitude of 
biocompatible coated magnetic sensors [93]. Currently, the 
sensitivity of spintronic sensors would enable the detection 
of a single-neuron magnetic ield for magnetic brain mapping 
purposes [8,94–96]. Machine-learning techniques can be 
implemented to analyze neuronal signals and reject false 
positive action potentials, or validate speci ic action potentials 
via deep learning identi ication [97]. This would allow a 
statistical analysis of action potentials derived from biological 
neural networks. A similar approach is shown in Figure S3 of 
the supplementary materials.
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Notes

Copyright (C) 2012-2020 Computational Neuroscience 
Group, NMBU, under the terms of the GNU General Public 
License, version 3 or later. The code published in ile 
‘eegmegcalc.py’ available in the LFPy GitHub examples 
has been used for the magnetic ield estimation, as well 
as the LFPy package under the GNU Public License GPLv3 
distribution and added in the supplementary materials S4. 
The sensor locations have been changed accordingly and the 
neuron geometry has been set to the ‘L5_Mainen96_LFPy.hoc’. 
The code modi ications are available in the supplementary 
material for the GNU Public License. Furthermore, the code 
published “example_network.py” has been used to extract 
magnetic ield estimations for elementary neural networks. 

Associated content

Supplementary materials are available: S1. Magnetic
Fields Generated by Worm Axon; S2. Theoretical Electro-
chemical Analysis for Brain sensing; S3. Graphical Interface; 
S4. Source Code LFPy simulation available on GitHub LFPy 
page under GNU license.
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